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Commercial Conversational Systems in Progress



Problem Formulation

- What makes a conversation
- Given a user utterance as the query
- The system returns with a response
- How to “think” like humans? 

- Contexts
- World knowledge
- Logic consistency

- Why so hot?
- Timing
- (Big) Data Driven 

- Challenges
- Do we really understand instincts about 

conversations?
- Relevance, interestingness, and informativeness 



Categorization  by Peking University [IJCAI 2018]

- Domain
- Open domain: chit-chat
- Vertical domains: finance, law, and healthcare, etc.

- How to Respond
- Retrieval-based conversational system 

- Mainstream in industry
- Generation-based conversational system

- Rising trend w/ deep learning
- System ensemble

- Scenario
- Single turn vs. multi-turn conversations

- “Style”
- Passive conversational system vs. proactive conversational system



Matching for Retrieval 

-Matching Model
- Inner product between two representations

- One-hot Representation
- Representation learning: convolutional and/or recurrent NN 



Classic Matching Models

-Huawei Noah Lab [NIPS 2014]
- ARC-I

-ARC-
II



Retrieval-based System for Multi-Turn Conversations

-Baidu Inc. and Peking University [CIKM 2016]
- Context-aware
- To incorporate the context utterances together to rank and re-

rank 



Enhanced Context Modeling

-Baidu Inc. [SIGIR 2016]
- A query reformulation framework
- Sum-product process



Multi-View in Matching

-Baidu Inc. [EMNLP 2016]
- Multi-View
- Hierarchical formulation: word-level and sentence-level



Matching as a Sequence

-Microsoft Research Asia [ACL 2017]
- A sequential matching network
- Hierarchical representation: word-level and segment-level in multi-

channel



Generation-based Conversations

- Sequence-to-Sequence
- Model from MT

- Attention mechanism
- Bi-directional modeling
- Context modeling, Peking University 

[ACL 2017] 



Seq2Seq w/ Attention

- Huawei Noah Lab [ACL 2015]
- Encoder-Decoder

- Model variants ×3



Generation-based Conversations: Multi-Turn

- University of Montreal [NAACL 2015；AAAI 2016]
- Context-aware
- In hierarchies



Topic in Conversations

- Microsoft Research Asia [AAAI 2017]
- Seq2Seq for semantics
- Topic alignments



Emotions in Conversations

- Tsinghua University [AAAI 2018]
- Emotion classification
- Emotion control and fusion



Persona in Conversations

- Stanford University [ACL
2016]
- Persona in conversations
- Consistency in personality 

and languages



Diversity in Conversations

- Stanford University [NAACL 2016]
- Why lack of diversity in 

generation-based conversations
- I don’t know
- Me too

- Traditional objective function:

- Optimized objective function with 
a penalty factor



Mechanism-Aware Conversations

- Chinese Academy of Science [AAAI 2017]
- Mechanism: hidden categories of representations 
- Seq2Seq -> Seq2Mechanism2Seq



Diversity in Conversations

- Peking University [AAAI 2018]
- Determinantal Point Process
- Two model variants

- DPP Re-Ranker vs DPP Decoder



Explainable Diversity in Conversations

- Peking University [IJCAI 2018]
- Why is there diversity in conversations
- Multi-Head Attention



System Ensemble

- Peking University [IJCAI 2018]
- Pros and cons in retrieval-based conversational systems
- Pros and cons in generation-based conversational system
- How to combine them



Evaluation Metrics for Conversations

- Automatic Evaluation Metrics
- Machine translation: BLEU, METEOR,

NIST
- Summarization ROUGE, Pyramid
- Dialogue: ?

- Human Evaluations: pair-wise vs point-wise
- University of Montreal [EMNLP 2016]

- How not to evaluate dialogue systems



Learnable Evaluation Metric

- University of Montreal [ACL 2017]
- Hierarchical modeling
- Learning to fit human ratings with labels
- Predicting human scores



Referenced and Unreferenced Evaluation: Blending as RUBER

- Peking University [AAAI 2018]
- No human scores are required
- Blending the reference part and the unreferenced part



Where Are We Now?

- Are we doing just fine?
- Media propaganda  

- Users may have unrealistic expectations…
- but the AI still looks really stupid

- We still have a long way to go towards conversational AI
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