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| Problem Formulation

- What makes a conversation
- Given a user utterance as the query

- The system returns with a response
- How to “think” like humans?

- Contexts {001 nae + he .
- World knowledge gﬁ
- Logic consistency H[}'Di*
= Why SO hOt? .’v.vzin."?nhon.-r-uub:-r
- Tlmlng ::;::zg.%wnﬂ
- (Big) Data Driven .J"ﬁ
- Challenges
- Do we really understand instincts about
conversations?

- Relevance, interestingness, and informativeness




I Categorization by Peking University [IJCAI 2018]

- Domain
- Open domain: chit-chat
- Vertical domains: finance, law, and healthcare, etc.

- How to Respond
- Retrieval-based conversational system
- Mainstream in industry
- Generation-based conversational system
- Rising trend w/ deep learning
- System ensemble

- Scenario
- Single turn vs. multi-turn conversations

- “Style”
- Passive conversational system vs. proactive conversational system




Matching for Retrieval

-Matching Model
- Inner product between two representations
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- One-hot Representation
- Representation learning: convolutional and/or recurrent NN
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Classic Matching Models

-Huawei Noah Lab [NIPS 2014]
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I Retrieval-based System for Multi-Turn Conversations

-Baidu Inc. and Peking University [CIKM 2016]
- Context-aware

- To incorporate the context utterances together to rank and re-
Data
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I Enhanced Context Modeling

-Baidu Inc. [SIGIR 2016]

OMG I got myopia
at an “old” age...
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- A query reformulation framework
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GRU layer

I Multi-View in Matching

-Baidu Inc. [EMNLP 2016]
- Multi-View
- Hierarchical formulation: word-level and sentence-level
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Y= :

Py =1lcr) =a (b, +

= z
word embedding layer I l E EE

temporal convolutional
layer with padding size 1

ez €3 €y 5’5

Utterance max pooling layer Response

—8" Lookup table

..‘P
A
~N
)
S
mdl

s
L .®
&
|
)
)
|

K|

embedding X embedding 7;

attlelH[amazmg"yyeI_sos lNe!comelr)acku_sos lNot]yet"lllmll"gqltoperlmlﬁrstl IWOWI}N"]\CMI'\O"G&!Y]

word sequence view ww wy

|Seatﬂe is amazmg byel IWeIoome back I INot yet , | will go to Berlin flrstl IWow what a holoday]
utterance uy utterance u utterance ug response r

; : = i f
COntext ¢ : : ! — :
: : : u ;

T utterance sequence view




I Matching as a Sequence

-Microsoft Research Asia [ACL 2017]
- A sequential matching network
- Hierarchical representation: word-level and segment-level in multi-

channel
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I Generation-based Conversations

- Sequence'tO'Sequence Awesome sauce
y1 yz

- Model from MT

(0000| (0cee| (000

- Attention mechanism
- Bi-directional modeling

- Context modeling, Peking University
[ACL 2017]




I Seq2Seq w/ Attention
n y;

- Huawei Noah Lab [ACL 2015] Decoder
- Encoder-Decoder \
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|l Generation-based Conversations: Multi-Turn

- University of Montreal [NAACL 2015 ; AAAI 2016]
- Context-aware
- In hierarchies

what ' s wrong ? </s> i feel like i ' m going to pass out . </s>
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I Topic in Conversations

- Microsoft Research Asia [AAAI 2017]
- Seq2Seq for semantics

- Topic alignments_

| Decoder |

Then hydrate and |moisturize | your skin

Joint Attention

Message Attention

'

Biased Generation Process
P(“moisturize”)=Py (“moisturize” )+ Py (“moisturize”)




I Emotions in Conversations

What a
lovely day!

Emotion

- Tsinghua University [AAAT 2018]

-  Emotion classification
-  Emotion control and fusion

Category

Happiness

s
I I -------- ]
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A A | Haha, so :
: happy today! |
Emotion reed | || | TTTTTT77 '
Embedding
Internal read
Memory | Post Model Response(Original) Response(Translated)
write Seq2Seq ik, KRR TRS—MEFUTAY. A promisc is what a cheater says to a fool.
External read R, AT Like i — ’I‘Flﬁl‘]ﬁf f Promise is a single-minded fool
o Memory A7 . Happy | # &2 - 1TF0M0E 1 I'm just a happy fool
A promisc is what a cheater ECM | Sad RER -1 BEO0 T I am a sad fool
says to a fool. — -
Disgust | — T WFFRES — 10T A cheater says to a fool
Angry FEREAE, RERET! Whatever you believe or not, I trust in it!
Seq2Seq SE VU R AR TR After knowing the truth, I burst into tears.
Like KB, KWRT! Too lovely, it's too lovely.
1M VO A FRALH R T K | ERREEEHKT . ’ rself
Knowing the truth, | laughed Happy J'f& CHEF D : 1 can’t help laugh myself to tears.
myself to tears ECM | Sad FE UM R REN T K. After knowing the truth, I burst into tears.
Disgust | iX 2 ¥t 2 a2 Is this truc?
Angry |fH4aE@B? gHEH. What do you mean? | don't understand.




I Persona mn COHVCTS&thHS message Where do you live now?
response 1live in Los Angeles.
message In which city do you live now?
response 1live in Madrid.
message In which country do you live now?

- Stanford University [ACL response _England. you?

message Where were you born?

response 1 was born in Canada.
2 0 1 6] mei?age Wh::sre arne] ;lr:)u ta'lrr:;n??
. . response England, you?
- Persona 1n conversations message Where did you grow up?

response 1 grew up in Texas.

- Consistency in personality s Towoldaeyou

response 16 and you?

message What's your age?
and languages response 18.
message What is your major?
response 1'm majoring in psychology
message What did you study in college?
response English lit.
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I Diversity in Conversations

- Stanford University [NAACL 2016]
-  Why lack of diversity in
generation-based conversations
- Idon’t know
- Me too
- Traditional objective function:

T = arg max { log P(Tls)}
r

- Optimized objective function with
a penalty factor

S) — Xogp(T)}

T = arg max {log p(T
T

Input: What are you doing?

1. I've been looking for you.
2. I want to talk to you.
3. Just making sure you’re OK.

Input: What is your name?

1. Blue!
2. Peter.
3. Tyler.

Input: How old are you?

1. Twenty-eight.
2. Twenty-four.
3. Long.




I Mechanism-Aware Conversations

Input: x; X5,

Encoder

Diverter

*
/ Decoder\

Response: y; y,

-

Chinese Academy of Science [AAAI 2017]
- Mechanism: hidden categories of representations
- Seq2Seq -> Seq2Mechanism2Seq
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I take subway back
home

Ok, be safe on the
subway

That's a good choice

Where are you going
on the subway

Be careful on the
subway
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How do I feel happy in |Have a talk with me if | You seem to be happy | What are the happy | Talk with me and you

my life you are happy today things yvou have will be happy
experieced
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I have a test tomorrw,
and I need some solace
LT R

The work 1s really hard

Just work hard on the
reviews
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Take a good rest

IT'will stand by you

2EFFEHS
You need to balance
work and hife

Where are you taking
the test
GARART

Are you tred

I will always be on
your side
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I Diversity in Conversations

- Peking University [AAAT 2018]
- Determinantal Point Process

- Two model variants
- DPP Re-Ranker vs DPP Decoder
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I Explainable Diversity in Conversations

- Peking University [IJCAT 2018]

-  Why is there diversity in conversations

- Multi-Head Attention

Query: 7R Td, KA1 —#&ZLKHE!
It’s rainy today, let’s go to eat hot pot!

REATLRET], £EEFBRE!
I think we shouldn’t go out, let’s cook at home!
Candidate 2: 7, £RALCLKAT .

Candidate 1:

Ve Ok, I have not eaten the hotpot for a long time.
Candidate 3: &% %% % &304k °
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System Ensemble

- Peking University [IJCAI 2018]
- Pros and cons in retrieval-based conversational systems
- Pros and cons in generation-based conversational system

- How to combine them [ fetri |
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I Evaluation Metrics for Conversations

- Automatic Evaluation Metrics
Machine translation: BLEU, METEOR,

NIST

Summarization ROUGE, Pyramid

- Dialogue: ?
- Human Evaluations: pair-wise vs point-wise
- University of Montreal [EMNLP 201
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I Learnable Evaluation Metric

- University of Montreal [ACL 2017]
- Hierarchical modeling
- Learning to fit human ratings with labels
- Predicting human scores

score(c,r,7) = (¢T M# +r" Nt — a)/B
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I Referenced and Unreferenced Evaluation: Blending as RUBER

- Peking University [AAAT 2018]
- No human scores are required

- Blending the reference part and the unreferenced part

Groundtruth
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Generated Blending|—>»0
Reply RUBER
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I Where Are We Now?

- Are we doing just fine?

- Media propaganda

- Users may have unrealistic expectations...

- but the AI still looks really stupid

We still have a long way to go towards conversational Al




Q& A

http://www.ruiyan.me

ruiyan(@pku.edu.cn



